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AI public hearing  

 

 
 
The proposal uses a vague definition of artificial intelligence (AI) and it should be clearer how AI 
is used in different respects. In addition, the proposal relies to a great extent on the use of dele-
gated acts, which increases the uncertainty for the companies affected by the legislation, e.g. the 
definition of what AI is can be changed. 
 
In addition, the scope of the proposal is also too vague - a large part of the problems that the regu-
lation is meant to resolve are already (or should be) covered under other regulation. Thus, better 
enforcement of existing rules is a solution to address some of the risks that the Commission seeks 
to address in the proposal. This also means that there are some actions where the legality should 
not be determined by whether it is a machine or a human that is behind.  
 
Some of the problems the proposal seeks to address are already clearly illegal. The EU Commis-
sion has used a few examples in presenting the proposal. As an example of AI that exploits vulner-
able groups (Title II, art. 5b), a puppet is used that, with an integrated voice assistant, encourages 
children to perform dangerous actions. Whether this voice assistant has an AI component or is 
simply an "unintelligent" recording, which at regular intervals plays a call to embark on actions 
with a high risk of harming themselves or others, we have a clear presumption , that this is al-
ready covered by the Product Safety Directive and / or special rules for toys - otherwise it should 
be in any case. The examples emphasize the point that the Commission is either in the process of 
regulating areas already covered by other legislation, or that the Commission itself is a little un-
clear on, what the purpose of the regulation is. Therefore, the Danish Chamber of Commerce be-
lieves that it is beneficial to work on creating greater clarity about the regulation's intention and 
purpose.  
 
Specific remarks 
Preamble (44) 
It is noted that data sets for training, validation and testing of AI systems are required to be "er-
ror-free", which seems unlikely and impossible. The Danish Chamber of Commerce supports the 
intention of high data quality, which is free of bias and is representative, but with the very big 
data sets required to train algorithms, it will be enormously time-consuming and resource-inten-
sive to ensure that there is not even a single error in the dataset. 
 
Article 53  
The Danish Chamber of Commerce welcomes the potential within this article, and the idea of us-
ing regulatory sandboxes to provide better conditions for innovation. However, we believe that 
this should be followed by co-financing from the EU budget and other incentives to ensure that 
enough sandboxes are set up across Member States. 
 
Article 55 
It’s positive, that the Commission is aiming to support the SME’s and their use and work within 
AI. Paragraph 2 should set a limit (e.g. measured by number of employees or turnover), so that 
the smallest companies and entrepreneurs are completely exempt from paying fees and the like in 
connection with the regulation's requirements for conformity assessments, etc. 


